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Background: Malignant growth is an exceptional human test. These days, healthcare 

prediction is a data analytics method focused on reducing future medical costs. The predictive 

technique uses a patient's medical history to evaluate all the potential health risks and 

predict future medical treatment in advance 

Objectives: This study aimed to design a data analytics model that predicts the occurrence of 

cancer cells from St. Paul’s Hospital Millennium Medical College medical data. 

Methods: Prediction of malignant and benign tumors from the big medical data that has been 

collected by different academic and medical imaging departments at the St Paul’s hospital 

millennium medical college is designed. Novel data engineering techniques are applied to 

ensure the quality of data and integrate data from different sources. A deep learning approach 

based on a logistic regression function is employed to build the model. 

Results: The deep learning is implemented on a Hadoop framework by configuring five 

commodity machines, each of them consisting of a core i3 processor, 4 Giga Byte RAM, and 1 

Tera Byte of hard disk storage. A classification system did classifications. The performance of 

such systems is commonly evaluated using the data in the confusion matrix. The prediction 

probability is almost 0.99. This is one of the most accurate probabilities.  

Conclusion: This study introduced an approach to identifying cancer cell presence in patients. 

It provides a very appropriate basis to use promising software platforms for developing 

applications that can handle big data in medicine and healthcare. 
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Background 
Cancer is one of the leading causes of death worldwide, killing nearly 10 

million people in 2020, or nearly 1 in 6(1). Accurate assessment and 

classification of disease, especially cancer, which is of great importance 

in medicine, is still poorly understood and treatment planning is often 

based on trial and error (2). It is also complex and treatment outcomes 

vary widely from patient to patient. In recent years, a vast amount of data 

on cancer diagnosis and treatment has emerged due to the development 

of biomedical technologies and approaches. The potential of big data in 

healthcare opens new windows for improving clinical diagnosis or 

treatment, but there are many challenges in efficiently analyzing and 

interpreting such large and complex data. For example, managing, 

extracting, analyzing, integrating, visualizing, and communicating hidden 

information from the myriad data representations of cancer has become 

one of the greatest challenges in the next generation of biomedicine. 

Data analytics is fundamentally changing methodologies, procedures, 

frameworks, and technologies traditionally used in detecting the 

occurrence of cancer cells. Thus, in this research, an attempt is done to 

predict future tumors as cancerous or non-cancerous. That can be 

possible by analyzing the different types of data collected on diagnosed 

cancer tissues. 

In the systematic review by Mitchell et al. (3) healthcare provider delay 

related to initial misdiagnosis and insufficient examination by the 

practitioner, was the most commonly occurring theme associated with 

delay in referral relates to the study approach and research hypothesis in 

this study because it examines the factors contributing to provider or 

practitioner delay include: symptom misattribution, no examination or 

investigation of malignancy, co-morbidity, patient characteristics. It is 

pertinent to this study because the predisposing factors and enabling 

resources may contribute to a late-stage appraisal or treatment of cancer 

diagnosis.  

Predictive analytics supports healthcare sectors to achieve a high level of 

effective overall care and preventive care, as predictive systems’ results 

allow treatments and actions to be taken when all the risks are recognized 

in the early stages, which aids in minimizing costs. (4). 

Health prediction is a data analysis method that focuses on future medical 

cost reduction. Predictive technologies use a patient's medical history to 

assess potential health risks and predict future treatment in advance (5).  

Loginov et al. (6) found that by retrieving and confirming previous patient 

data, information, and diagnoses from a database, predictive methods 

can be implemented through prediction, saving time and cost. Parkland 

Hospital in Dallas, Texas implemented a predictive system that scans all 

patient data and information to identify potential risks and consequences. 

As a result, the hospital saved more than half a million dollars. It has been 

used to monitor patients and prevent future complications, especially in 

predicting heart failure and illness (7). 

This study aims to develop a predictive model that can accurately classify 

future tumors as either non-cancerous or cancerous. The ultimate goal is 

to provide valuable insights into cancer incidence and mortality in 

Ethiopia. Detecting cancer at an early stage is crucial, and to achieve this, 

it is essential to gain a precise understanding of the existing barriers to 

and delays in cancer care. Once known, effective prediction of cancer can 

be prioritized and resources allocated in a cost-sensitive manner. That 

can be possible by analyzing the different types of data collected on those 

diseases (8). The successful application of data analytics should be used 

to facilitate health planning and improve timely diagnosis and access to 

treatment, framed within the context of comprehensive cancer control and 

preventing death. It positively impacts people's lives through preventive 

medical strategies and individualized patient treatment. It also has 

developed and validated a prediction model to identify patients at high 

risk of cancers for prevention or further assessment. The model could be 

used to identify cancer cell presence in patients.  

Methods  

Study setting, design, period, and population 

This study is qualitative, designing a data analytics model, that predicts 

the occurrence of cancer cells from diagnosed clinical data, which is 

medical images, biomedical signals, handwritten prescriptions, and 

structured data of the pathologist often it is assigned a pathological grade 

to a tumor according to how malignant the tissue looks under the 

microscope. 

Data collection and tools 

The data were collected cross-sectionally from 2010 to 2016 using the 

records of patients with malignant and benign tumors at St Paul's Hospital 

millennium medical college.  

Data Processing and Analysis  

The Hadoop framework for classifying cancer as either malignant or 

benign based on pathologically-proven diagnostic data as well as Logistic 

regression with stochastic gradient descent (SGD) algorithm is used in 

the proposed framework to develop the best prediction model. Logistic 
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regression is trained using the prior clinical records of the patients. 

Classification algorithms like support vector machines (SVM), k-nearest-

neighbor (KNN), decision trees (DTREE), or Bayes' classifier (BC) are 

well understood and widely applied. One might ask why my motivation for 

exploring LR as a fast classifier to be used in data mining applications is 

its maturity. LR is already well-understood and widely known. It has a 

statistical foundation that, in the right circumstances, could be used to 

extend classification results into a deeper analysis. Thus, the Big Data 

management challenge becomes one of being able to extract the required 

design points; the modeling problem reduces to a designed analysis with 

reduced noise and less potential for spurious correlations and patterns 

relative to a randomly selected sub-sample of the same size. 

People think LR is slow, but that's not true. Approximate numerical 

methods, regularization, and efficient implementation make LR fast and 

better than modern algorithms. This new implementation uses a modified 

iteratively re-weighted least-squares estimation procedure. It can 

compute model parameters for sparse binary datasets with hundreds of 

thousands of rows and attributes, and millions or tens of millions of 

nonzero elements in just a few seconds. 

Results  

Socio-demographic characteristics of participants 

A Hadoop cluster was set up using OpenStack on an underlying server 

whose specification is shown in Table 4.1. Five virtual machines were 

configured on the server. The hardware and software configuration for 

each of the virtual machines is shown in Table 4.2. Each virtual machine 

is assigned 1vcpu cone i3, 4GB RAM, and 1 TB of hard disk storage. 

Table 4.1 Hardware specification 

 

The Hadoop-2.7.4 was used with a single vector machine (VM) 

configured as the NameNode and the remaining four VMs as DataNodes. 

The NameNode was not used as a DataNode. The replication level of 

each data block was set to 3. Two typical 

Hadoop MapReduce applications were run as Hadoop Yet another 

resource (YARN) jobs. The TeraGen application available as part of the 

Hadoop distribution was used to generate different sizes of input data. 

Table 4.2 Software and hardware configuration of each Vector machine 

Software Operating System Ubuntu 14.04.3 LTS 

JDK Open Jdk 1.7 

Hadoop 2.7.2 

OpenStack Nova 

Hard Ware CPU 1vCPUs 

Processor Intel xeon 

Hard Disk 20GB 

Memory 2GB 

To test the Mahout installation, execute the command: mahout This will 

list the available programs within the distribution bundle, as shown in 

the following Figure 4.1. 

 

Figure 1. Screenshot of the mahout  

This cancer dataset was obtained from St. Paul’s Hospital Millennium 

Medical College where the samples arrive periodically. The database, 

therefore, reflects this chronological grouping of the dot. In this database, 

the following attributes exist Clump Thickness, Uniformity of Cell Size, 

Uniformity of Cell Shape, Marginal Adhesion, Single Epithelial Cell Size, 

Bare Nuclei, Blаnd Chrоmаtin, Nоrmаl Nucleоli, аnd Mitоses. The values 

of the attributes are between 1 and 10. Each instance of the dataset has 

one оf two possible classes: non-cancerous indexed with 0 or malignant 

index with 1. The class distribution is for non-cancerous: 10656 (65.5%) 

and for Malignant: 5736 (34.5%). 

Apache Mahout is a library of scalable machine-learning algorithms. 

Apache Mahout is implemented on top of Apache Hadoop and uses the 

MapReduce paradigm. Machine learning is a type of artificial 

intelligence focused on enabling machines to learn without being 

explicitly programmed, and it is commonly used to improve future 

performance based on previous outcomes. Big data is stored on the 

Hadoop Distribution File System (HDFS). Apache Mahout (2013) is 

Hardware  CPU model  intel(R) core (TM) i3-3110M CPU 

@ 2.40GHz 2.40GHz 

Core  Corei3 

Hard disk  5TB 

Memory  25GB 
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used to execute machine learning algorithms that extract meaningful 

patterns from datasets. Mahout's implementation of logistic regression 

using SGD supports the following command lines: 

Training the model 

bin/mahout trainlogistic --passes 100 --rate 50 --lambda 0.05 --input 

/usr/local/mahout/mahout-0.13.0/cancer/cancer22.csv --features 9 --

output /usr/local/mahout/mahout-0.13.0/cancer/model --target Class --

categories 2 --predictors Clump_Thickness Cell_Size_Uniformity 

Cell_Shape_Uniformity Marginal_Adhesion Single_Epi_Cell_Size 

Bare_Nuclei Bland_Chromatin Normal_Nucleoli Mitoses --types numeric 

The outcome of the execution of the trainlogistic method is shown in the 

following Figure 4.2 below. 

 

Figure 2 Training model screenshot 

The important parameters for the trainlogistic function are explained in 

the following table 

Table 4.3 Parameter description of the trainlogistic function 

Parameter Name Description 

Input This is the input dataset  

Output The model is saved as the name given  

Target This is the target variable field 

Categories This refers to the number of categories  

Predictors These are the predictor variable fields  

Types This is the list of types of the predictor 
variables  

Features This is the number of features  

 

Passes: This specifies the number of times the input data should be re-

examined during training. Small input files may need to be examined 

dozens of times. Very large input files probably don’t even need to be 

completely examined. 

Rate: This sets the initial learning rate. This can be large if you have lots 

of data or use lots of passes because it decreases progressively as data 

is examined. 

 

Testing and evaluation 

Now, let's evaluate the model generated using the dataset, using the 

following command: 

bin/mahout runlogistic --input /usr/local/mahout/mahout-

0.13.0/cancer/cancer22.csv --model /usr/local/mahout/mahout-

0.13.0/cancer/model --auc --scores –confusion 

 

Figure 3. AUC screenshot 

There are several methods to access the accuracy of the model; 

Among which the most widely used are the confusion matrix and the 

area under the curve. 

The confusion matrix 

A confusion matrix (9) contains information about actual and predicted. 

Classifications are done by a classification system. The performance of 

such systems is commonly evaluated using the data in the matrix. The 

following table shows the confusion matrix for a two-class classifier. 

The entries in the confusion matrix have the following meaning in the 

context of the study: 

10320 is the number of correct predictions that an instance is benign. 

360 is the number of incorrect predictions that an instance is cancerous. 

336 is the number of incorrect predictions that an instance is benign, and 

5376 is the number of correct predictions that an instance is cancerous. 

The confusion matrix (9) is shown in the following table 

Table 4.4 Confusion matrix  

The area under the curve 

Accuracy is measured by the area under the Receiver Operating 

Characteristic (ROC) curve measure. 

 

 

                         Predicted 

cancerous Benign  

Actual  benign 10320 360 

cancerous 336 5376 
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Discussion 

A perfect model will achieve a true positive rate of 1 and a false positive 

rate of 0. A perfect model will score an Area Under the Curve (AUC) of 

1, while random guessing will score an AUC of around 0.5. In practice, 

all models will fit somewhere in between. Now, these matrices show 

that the model is Having 0.99 as the value for AUC is good, but we will 

check this on test data as well. 

The confusion matrix informs us that out of 10656 benign tumors, it has 

been correctly classified in 10320 instances and that 360 cancerous 

tumors are also classified as benign. In the case of cancerous tumors, 

out of 5736, it has been correctly classified 5376. This program makes 

accurate predictions. Remarkably, the prediction probability is almost 

exactly 1, even though any value of 0.5 or greater would be considered 

cancerous. The probability is still very high. This is one of the most 

accurate probabilities that could be found. This means that it has been 

predicted inaccurately for 1% of our training set. 

The model could be used to identify cancer cell presence in patients. It 

provides a very appropriate basis to use promising software platforms 

for the development of applications that can handle big data in medicine 

and healthcare. One such platform is the open-source distributed data 

processing platform Apache Hadoop MapReduce which uses massive 

parallel processing (MPP) (10). 

Delen et al (11), in their work, have created models for predicting the 

survivability of analyzed cases utilizing the SEER breast cancer 

dataset. Two algorithms, an artificial neural network (ANN) and a C5.0 

decision tree, were employed to create prediction models. C5.0 gave 

an accuracy of 93.6% while ANN gave an accuracy of 91.2%. Logistic 

regression with SGD algorithm is used in the proposed framework to 

develop the best prediction model efficiently classifies the cancer 

disease with the accuracy of 99% 

Once known, effective predictors of cancer could be prioritized and 

resources allocated in a cost-sensitive manner. The successful 

application of data analytics should be used to facilitate health planning 

and improve timely diagnosis and access to treatment, framed within the 

context of comprehensive cancer control and preventing death. 

The huge dataset is extensively generated in every industry sector. A 

physician is willing to extract useful information from the transactions to 

make the best decision; researchers are expecting to extract useful 

information from the experimental results and thus develop new theories 

and products; doctors need to extract useful information from the data 

model to determine the direction of disease. Thus, how to realize parallel 

data mining algorithms to improve the execution speed is becoming a 

significant problem. It requires efforts from all sectors to achieve the 

highest state of data mining. 

In the future, the Hadoop platform should be further directed to improve 

its performance and efficiency. In logistic regression algorithms, the 

random partition method brings instability to experimental results; some 

reasonable methods should be developed to optimize logistic 

regression classification algorithms. Meanwhile, MapReduce 

programming can be further optimized, such as the big dataset can be 

compressed and the small dataset can be merged during the data 

transfer process. The parallel implementation of other clustering, 

classification, and association rules algorithms in Mahout should gain 

more attention in the future. Besides, Hadoop configuration parameters 

have a significant impact on the performance of Hadoop clusters; it can 

improve abilities for processing large-scale data by modifying Hadoop 

configuration parameters. 

Conclusion  

This paper proposes a classification model that deals with binary labels. 

The classifiers used for classifying this dataset and the various feature 

reduction techniques applied can be used for other classification 

problems, which involve categorizing the data into binary classes. 

Integrating various lexicons into this classification model makes this 

model classify the data that consists of categorical classes. 

It is observed that the proposed prediction model efficiently classifies 

the cancer disease with an accuracy of 99% so it can be implemented 

on the free software Hadoop framework. Logistic regression is trained 

using the prior clinical records of the patients. To gain insight into how 

they can improve service while reducing costs, healthcare payers and 

providers are turning to data and analytics. Leading organizations are 

treating data as a strategic asset and putting processes and systems in 

place that help healthcare professionals improve decision-making and 

drive actionable results.  

This work can be used for other areas related to classification problems 

by making some adjustments to the multi-tier predictive model and by 

using various context-specific lexicons. 
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